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• Based on DeiT III [58], follow 
up of the popular DeiT [57] 
training setup

• Pretraining on ImageNet-21k 
to prevent data-scarcity

• Only standard CV techniques, 
to not bias towards a specific 
architecture

UNIFIED TRAINING PIPELINE
Pretrain on ImageNet-21k
• 90 epochs
• 224 x 224 resolution

Finetune on ImageNet-1k
• 50 epochs
• 224 x 224 /384 x 384 

resolution

Data Augmentation:
3-augment (crop, horizontal flip, grayscale, solarize, 
blur, color jitter, Cut Mix)

The baseline ViT model is still Pareto 
optimal for image classification.

Larger models are more efficient than 
higher resolution images.
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EFFICIENT TRANSFORMER CHANGES

30 architectures 
change the token-

mixing 
mechanism.

7 architectures 
change the 

handling of the 
token sequence.

2 architectures 
shift more 

compute to the 
MLP block.

Background: Transformers are the SOTA models for image 
classification and other computer vision tasks. Their O(N²) 
computational complexity makes it hard to work with long 
sequences/high resolution images. Therefore, a wide variety 
of architectural modifications have been proposed to make 
transformers more efficient. 

Question: Which transformer variant is the most efficient one 
and under what circumstances?

Problem: There is a wide diversity of training and evaluation 
conditions, so papers are not comparable on a fair basis.

Solution: We conduct a comprehensive large-scale analysis 
of the efficiency of 45+ transformer-like models for image 
classification on ImageNet. We train every model from 
scratch. We compare model efficiency using the Pareto front.

INTRODUCTION
InferenceTraining
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• Hybrid CNN-Attention models make up the Pareto front for inference memory & 
parameter efficiency; NextViT is also fast.

• ViT is not Pareto optimal for inference memory.

• Using high-resolution (384² px) images is not Pareto optimal (dashed vs. dotted lines).
• ViT is pareto optimal at all sizes for 3 out of 4 metrics.
• Token sequence reduction models offer a good tradeoff in speed vs. accuracy; especially 

TokenLearner, ToMe.
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OBSERVATIONS


